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Background
• Relational data
• Heterogeneous graphs
• GNNs
• Heterogeneous GNNs



Relational data is everywhere

Proteins Chemistry TransportNeuroscience

Robotics Social networks



Graphs
A graph is a set of nodes connected by edges
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Heterogenous data
Heterogeneous data multiple node and edge types



Graph Neural Networks
Node features are updated using local aggregation
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Heterogeneous Graph Neural Networks
HGT[2]

GCN

GCN

GCN

+

R-GCN[1]

GAT

GAT

GAT

+

HAN[3]

HetGNN[4]

[1] Schlichtkrull et al., ‘Modeling Relational Data with Graph Convolutional Networks’, ESWC 2018.
[2] Hu et al., ‘Heterogeneous Graph Transformer’, WWW 2020.

[3] Wang et al., ‘Heterogeneous Attention Network’, WWW 2019.
[4] Zhang et al., ‘Heterogeneous Graph Neural Network’, KDD 2019.



Sheaves for heterogeneous data
• Cellular sheaves
• Neural Sheaf Diffusion
• Sheaves model heterogeneity



Motivating sheaves
Local data assignment → consistent global representation

ℝ! ℝ" ℝ# ℝ$

Stalk Restriction map

𝑎 ≠ 𝑏 ≠ 𝑐 ≠ 𝑑



Cellular sheaves
• Node stalks ℱ(𝑢) attached to each node
• Edge stalks ℱ(𝑒) attached to each edge
• Restriction map ℱ%⊴'  for each node-edge incidence pair



So what is a sheaf?
Opinion dynamics[1] provides a nice perspective

Private opinion

Public discourse spaceℱ!⊴$𝐱! is the public opinion

[1] Hansen and Ghirst, ‘Opinion Dynamics on Sheaf Discourses’, 2020, arXiv:2005.12798 [math.DS]



Why sheaves?
The underlying topology models the heterogeneity

𝑆
𝐱 ∈ 𝐶! 𝒢, ℱ

*Here 𝐶! 𝒢, ℱ = ⨁"∈𝒱 ℱ(𝑢), or the block matrix formed by stacking each node stalk representation.



Neural Sheaf Diffusion[1]

Attaches a sheaf to a Graph Convolutional Network

{

𝐘 = 𝜎 𝐈($ − Δℱ 𝐈( ⊗𝐖* 𝐗𝐖+
ℱ%⊴' = MLP 𝐱%5𝐱,

[1] Bodnar et al., ‘Neural Sheaf Diffusion: A Topological Perspective on Heterophily and Oversmoothing in GNNs’, NeurIPS 2022.



NSD performs well on benchmarks
NSD is smaller than R-GCN with similar performance

Sheaf-NSD 111x smaller than R-GCN
Sheaf-NSD 209x smaller than R-GCN



Sheaves implicitly learn types



HETSHEAF
A general framework for heterogeneous sheaf neural networks



HETSHEAF pipeline

Feature 
Preprocessing

Sheaf 
predictor SheafGNN



Feature preprocessing
Linear layers used to project features to same dimensionality

LinearLinear
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Heterogeneous sheaf predictors

ℱ+⊴(+,.) = 𝚽 𝐱+, 𝐱., 𝜙 𝑢 , 𝜙 𝑣 , 𝜓 𝑒

type of node 𝑢

type of node 𝑣

type of edge 𝑒node features in ℱ(𝑢)

node features in ℱ(𝑣)



𝑢 𝑣
𝜏%𝜏!

𝜏$
𝑒

ℱ!⊴$ = MLP 𝐱!?𝐱%

Sheaf-NSD

𝑢 𝑣
𝜏%𝜏!

𝜏$
𝑒

ℱ!⊴$ = MLP&! 𝐱!?𝐱%

Sheaf-ensemble

𝑢 𝑣
𝜏%𝜏!

𝜏$
𝑒

ℱ!⊴$ = MLP 𝐱!?𝐱%?𝜏!?𝜏%

Sheaf-NE

𝑢 𝑣
𝜏%𝜏!

𝜏$
𝑒

ℱ!⊴$ = MLP 𝐱!?𝐱%?𝜏!?𝜏%?𝜏$

Sheaf-TE

𝑢 𝑣
𝜏%𝜏!

𝜏$
𝑒

ℱ!⊴$ = MLP 𝐱!?𝐱%?𝜏$

Sheaf-EE

𝑢 𝑣
𝜏%𝜏!

𝜏$
𝑒

ℱ!⊴$ = MLP 𝜏!?𝜏%?𝜏$

Sheaf-types

𝑢 𝑣
𝜏%𝜏!

𝜏$
𝑒

ℱ!⊴$ = MLP 𝜏$

Sheaf-ET

𝑢 𝑣
𝜏%𝜏!

𝜏$
𝑒

ℱ!⊴$ = MLP 𝜏!?𝜏%

Sheaf-NT

* Each type is assumed to be a one-hot encoded vector, 𝜏% ≔ 𝐞& %   for 𝑒 ∈ ℰ and 𝜏" ≔ 𝐞' "  for 𝑢 ∈ 𝒱.  
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Final architecture



Type information improves performance
The sheaf learners achieve SOTA or competitive results



Future work
• Lifting to hypergraphs
• Generalised sheaf message passing
• Topological sheaves



Accounting for higher order interactions
Hypergraphs connect an arbitrary set of nodes

Hyperedge



Generalised sheaf message passing
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Sheaf Topological Neural Networks
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*Adapted from Papillon et al., ‘Architectures of Topological Deep Learning: A Survey on Topological Neural Networks’, 2023, arXiv:2304.10031 [cs.LG]



Summary
• Sheaves provide a natural way to model heterogeneity
• Sheaf predictors may be parameterised to include type information
• Type information improves model performance
• These results are competitive or SOTA across all benchmarks
• We can define more general sheaf message passing approaches


